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Abstract—Embedded systems are becoming increasingly pop-
ular due to their widespread applications and the reliability
of them is a crucial issue. The complexity of the reliability
analysis arises in handling the sequential feedback that make
the system output depends not only on the present input but
also the internal state. In this paper, we propose a novel
probabilistic model, named sequential dependency model (SDM),
for the reliability analysis of embedded systems with sequential
feedback. It is constructed based on the structure of the system
components and the signals among them. We prove that the
SDM model is s Dynamic Bayesian Network (DBN) that captures:
the spatial dependencies between system components in a single
time slice, the temporal dependencies between system components
of different time slices, and the temporal dependencies due to
the sequential feedback. We initiate the conditional probability
distribution (CPD) table of the SDM node with the failure
probability of the corresponding system component. Then, the
SDM model handles the spatial-temporal correlations at internal
components as well as the higher order temporal correlations due
to the sequential feedback with the computational mechanism of
DBN, experiment results demonstrate the accuracy of our model.

I. INTRODUCTION

Reliability analysis of embedded systems has become an

important part of system life circle. This is especially true for

systems performing critical applications such as nuclear power

plants. The typical task for the reliability analysis is to build

a statistical mathematically model representing the system

through a set of random variables. Then, the distributions

of these variables should be fully specified to calculate the

quantities we are interested in.

Traditionally, the reliability of a system is defined as the

duration of its mission in given conditions and the reliability

assessment is usually realized by combinatorial methods such

as Fault Tree (FT) [1] and Reliability Block Diagram (RBD)

[2]. FT involves specifying a top event such as the failure of

the system to analyze, followed by identifying all associated

events that could lead to the top event. RBD is a graphical

depiction of the system components and connectors. It is used

to determine the overall system reliability when the reliability

of each component is given. FT is inevitably the most widely

used model for the reliability analysis, because it is easy to
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use, presents the designer with an high level abstraction of

the system, and can be solved quickly using techniques such

as Binary Decision Diagrams [3]. However, traditional FT

represents just a logical relation and can not handle complex

functional dependencies between internal system components.

In order to overcome the lack of modeling power, analysts

extend the traditional FT by associating a particular markov

process to the leaf node [4]. Embedding markov process into

the FT leaf node makes it easy for dynamic system modeling.

These methods are easy to use. But they are not very useful to

model the temporal correlation between internal components

as well as the higher order temporal correlation due to the

sequential feedback.

The drawbacks of those traditional methods lead to a more

flexible modeling framework named Bayesian Network (BN).

It is originated in the field of artificial intelligence. BN is based

on the theory of graphical and probabilistic reasoning for han-

dling probabilistic events. The causal network is an inference

engine for the calculation of beliefs and the probability of

events. The popularity grows among system reliability analysts

and it has been applied in reliability analysis successfully in

[5], [6]. Some comparisons between BN and FT in terms of

the modeling and analysis capabilities are presented in [7],

[8]. An extension of BN, named DBN, is also used for the

reliability analysis. The extension is introduced to deal with

the temporal correlations between time slices of the system

components [9], while preserving the internal dependencies at

each time slice.

However, all introduced work above can not handle the

higher order correlation caused by the sequential feedback. For

these reasons, we propose a novel probabilistic model, named

SDM, over all the input signals, internal signals, output signals

and the state variables, to model the joint reliability of the se-

quential embedded system. The joint reliability can be mapped

onto a SDM model that preserves the underlying dependency

model of the spatial-temporal correlations at internal compo-

nents as well as the higher order temporal correlations due

to the sequential feedback. The SDM construction is divided

into three steps: (1) build a BN based on the underlying logical

structure of the system, (2) extend the BN over n time slices

to get a complete dependency model, and (3) delete some

redundant dependency relation at the internal component and

add the higher order temporal relation due to the sequential

feedback to get the SDM model. We prove that the constructed
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SDM modle is a DBN which is a minimal representation

that captures all independency correlations in the sequential

embedded system, and initiate the CPD table of the SDM

node with the failure probability of the corresponding system

component. Then, the SDM model supports both predictive

and diagnostic inferences about the reliability properties with

the inference algorithms used in DBN. Generally speaking,

the main contributions of our work are:

• It is the first time that a model for reliability analysis

including : the spatial dependencies between system com-

ponents in a single time slice, the temporal dependencies

between system components of different time slices, and

the temporal dependencies due to the sequential feedback.

• We prove that the constructed SDM model is a minimal

representation of the underlying dependency model of the

spatial-temporal correlations as well as the higher order

temporal correlations of signals, and hence is a DBN. we

also define some CPD tables for the SDM model nodes,

and initialize the CPD tables with the failure probabilities

of the corresponding system components.

The organization of this paper is organized as follows. Some

background on BN and DBN are introduced in Section II.

The proposed SDM model construction and initialization are

presented in Section III. We apply our framework to some

sequential embedded systems in Section IV, and conclude our

work in Section V.

II. BACKGROUND

Bayesian Network [10] is a directed probability graphical

model, each node in the graph represents a random variable,

and arcs connecting the relative variables express the con-

ditional probabilistic independence among the variables. The

formal definition of BN is the tuple 〈U,E, P 〉:
• U is the set of nodes: U = {x1, x2, · · ·xn}, xi is the

label of the node.

• E is the set of arcs: E = {eij |there is an arc
from node xi to xj}, eij is the label of the arc.

• P is the set of the CPD: P = {f(xi|parent(xi))},

parent(xi) denotes the parents of node xi,

f(xi|parent(xi)) is the conditional distribution of

variable xi given all its parents.

The first two items make up a directed acyclic graph (DAG),

which is the qualitative part of BN. The qualitative part is

used to encode the conditional independence statements of

a multivariate statistical distribution, representing the asser-

tion that a variable is conditionally independent of its non-

descendants given its parents. The third item is the quantitative

part of BN. Variables are described by a set of CPDs over their

parents, which in turn defines the directed acyclic graph. The

conditional independencies embedded among those random

variables are embedded into the CPD. The CPD allows us

to calculate the joint probability function in a simplified form

(formula 2) compared to the original form (formula 1), where

f(x1, x2 · · ·xn) is the joint distribution of those variables and

f(xn|xn−1 · · ·x1) is the distribution of xn given all the other

variables:

f(x1, x2 · · ·xn) = f(xn|xn−1 · · ·x1) · (1)

f(xn−1|xn−2 · · ·x1) · · · f(x1)

f(x1, x2 · · ·xn) =
n∏

i=1

f(xi|parent(xi)) (2)

Dynamic Bayesian Network [11], [12] is a generalization of

BN to address the stochastic process and handle the temporal

effect of random variables. DBN is also an extension of

Markov Chains and Hidden Markov Model, which decreases

the combinatorial explosion effect of complex systems by

a more synthetic description. For those reasons, DBN can

handle temporal dependencies between various time slices

while preserving the internal dependencies at each time slice.

III. SDM MODEL CONSTRUCTION

Reliability of a system can be expressed as a joint probabil-

ity function over some random variables and mapped onto a

BN while preserving the original causal dependencies. We will

introduce the method to model the casual dependencies and the

higher order temporal dependencies of the embedded system

with sequential feedback into an SDM model, and prove that

the SDM is a DBN. Then, we will show how to construct the

CPD tables for those random variables.

A. Qualitative part structure construction

While preserving all kinds of dependencies among the

system signals, we build an SDM to represent a real system,

proceed through the following steps:

1) Determine the boundary of the sequential embedded

system, identify the main components in this boundary,

and describe the data signal flow through those compo-

nents. We can accomplish this by referring to the design

documents, designers, implementers and deployers of

the system. A simple example is shown in Fig. 1.

Fig. 1. Constructed meta-architecture of a given system

2) Construct a BN for the presented system, while ignoring

the feedback. We map a node to each data signal. Edges

presented in step 1 are regarded as causal dependencies.

An arc is added between two nodes if the represented

signals are connected by a component. Unroll the con-

structed BN for time slices to capture the temporal

dependencies caused by signal feedback and correlation

between time slices. This can be done by adding arcs

between nodes from adjacent time slices and between
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Fig. 2. Unrolled BN structure

nodes of the feedback signals. The unrolled BN structure

is shown in Fig. 2.

3) Modify the unrolled BN structure to get the SDM

model. This can be done by deleting some arcs to make

the unrolled BN structure minimal. For example, given

the node 2 and node 3 at time slice 2, the node 4

at time slice 2 is independent of the node 4 at time

slice 1. We also assume that the root node signal is

independent between time slices. Then, we can delete

the arcs between the node xt
i and xt+1

i for any i while

preserving the dependency correlations. The modified

SDM for the unrolled BN structure is shown in Fig. 3.

All the casual dependencies of the signals are maintained

in each internal time slice and the feedback between

signal x6 and x2 is captured by the thick full line.

Fig. 3. Sequential dependence model(SDM)

With these three steps, we can build a SDM to capture all

those correlations among the components, especially for the

internal state of the feedback memory that makes the system

not casual. Figure 3 shows the SDM model for the sequential

embedded system presented in figure 1.
Then, we prove that the constructed SDM model, a directed

acyclic graph, is a minimal representation of the underlying

dependency model of the system components, and is a DBN.

The proof process is based on the description of [13], [14].

We start by introducing some basic concepts. The following

fundamental definitions have been defined in [13].

Definition 1 : Let M be a dependency model, which consists

of a set of random variables V = {v1, · · · vn} and a probability

function P over these variables. V1, V2 and V3 are the subsets

of V . Then, V1 and V2 are said to be conditional independent

given V3, if the joint probability function P over these three

subsets satisfies :

P (V1|V2, V3) = P (V1|V3) or P (V2|V1, V3) = P (V2|V3)

The conditional independence between V1 and V2 given V3 is

denoted by the notation I(V1, V3, V2).

Definition 2 : A subset Vi of V is called a Markov blanket of

element vi if I(vi, Vi, V −Vi−vi) holds. Further, the set Vi is

called a Markov boundary of vi if none of its proper subsets

satisfy the triple independence relation.

Definition 3 : Let d = {vd1, vd2 · · · vdn} be an reordering of

the random variables {v1, v2, · · · vn} of the dependency model

M . The boundary strata of M relative to d is an ordered

set {Vd1, Vd2 · · ·Vdn}, so that Vdi is a Markov boundary of

vdi with respect to the set {vd1, vd2 · · · vd(i−1)}. The directed

acyclic graph D, created by designating each Vdi as the parents

of the corresponding vertex vdi, is called a boundary directed

acyclic graph of M relative to the ordering d.

Definition 4 : Let D be a directed acyclic graph, which

consists of a set of nodes U = {x1, x2, · · ·xn} and arcs among

them. X1, X2 and X3 are the subsets of U . Then, X1 and

X2 are said to be d-separated given X3, if there is no path

between any node in X1 and X2 satisfying the following two

properties: every node on the path with converging arrows

is in X3 or has a descendent in X3, and every node on the

path without converging arrows is outside X3. The d-separated

relation between X1 and X2 given X3 is denoted by the

notation 〈X1|X3|X2〉.
Definition 5 : A directed acyclic graph D is said to be

an I-map of a dependency model M , if every d-separation

condition displayed in D corresponds to a valid conditional

independence relationship in M . Further, D is a minimal I-
map of M if none of the arcs can be deleted without destroying

its implied dependency model M .

Based on the dependency model M , the directed acyclic graph

D, and those definitions of joint probability functions on the

dependency model M and the directed acyclic graph D, the

following definition proved in [13], shows the equivalence

between directed acyclic graph and BN.

Definition 6 : If the directed acyclic graph D is a boundary

directed acyclic graph of a dependency model M relative to

an ordering d, then, D is a minimal I-map of the dependency

model M . Further, if the directed acyclic graph D is a

minimum I-map of the dependency model M , D is called a

BN of M . Finally, we draw the conclusion of the SDM model

with DBN as follows:

Theorem 1: The constructed sequential dependency model
is a minimal I-map of the underlying reliability dependency
model of the sequential embedded system, and is a dynamic
bayesian network.

Proof: Let us give an re-ordering d over the random
signal variables {vti} of the embedded system({vti} denotes
the signal i at time slice t and is a one to one mapping to
{xt

i}), and the ordering d satisfy the two properties: (1) for two
random variables from the same time slice t, vti must appear
before vtj , if signal i is the input signal of component while
signal j is the output of the same component; (2) for random
variables from different time slices, the variables {vti} appear
before the variables {vt+1

i }. With this ordering, we derive the
Markov boundary of a variable according to the dependency
model as follow. If vtj represents the reliability of a output
signal, then, its Markov boundary is the signal variables {vti}
which is the input signals of the corresponding component.
If vtj represents the reliability of a sequential input signal
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variable, then its Markov boundary is the signal variables
{vt−1

i } which is the output signals of the corresponding
components at previous time slice. Then we can see that the
parents of each node variable are its Markov boundary in the
sequential dependency model. By definition 6, the SDM is a
boundary DAG, a minimal I-map of dependency model M and
thus a Bayesian Network. Because the node variables and arcs
also satisfy the definition presented in section II, the SDM is
also a DBN.

According to the theorem, the constructed SDM model in

figure 3 is a minimal I-map of the underlying signal depen-

dency model of the sequential embedded system presented

in figure 1. The spatial-temporal dependencies as well as the

higher order temporal dependencies of the sequential system

components are mapped into the SDM nodes and arcs.

B. Quantitative part structure construction

As described in section II, the quantitative part of the

DBN is a set of CPDs of the random variables given their

parents. Each CPD is presented as a table driven by the

core distribution function P = {f(xt
i|parent(xt

i))}. The joint

probability distribution can be expressed by the product of

each conditional probability as presented in the formula (2).

In the DBN, there are three kinds of nodes: the root

node, feedback node and ordinary node. We incorporate the

reliability of each component into these variables by well

defined CPD tables. Those CPD tables for different kind of

nodes and different processing structures are listed in the Table

1, 2, 3, 4.

TABLE I
CPD FOR THE ROOT NODE

P (xt
r|E) xt

r = 1 xt
r = 0

E = 0 0 1
E = 1 1− ε ε

Table I shows the conditional probability distribution of the

root node, where E represents the environment of the system,

xr is the entry signal of the system and ε is the reliability

of the system component that generate xr. If the system is

operated in a bad manner or the bad environment, xr will take

value 0 with probability 1. That means the signal will be in

error state with probability 1. If the system is in a approximate

environment, the entry signal xr of the system will take value

1 with probability 1− ε. For example, in the Figure 3, when

the environment is approximate, the reliability of the signal

x1
0 is 1−ε, where ε is the reliability of the system component

sensor.

TABLE II
CPD FOR THE SERIAL-PROCESSING ORDINARY NODE

f(xt
i|Xt

j) xt
i = 1 xt

i = 0

Xt
j = {1 · · · 1, 1 · · · 1} (1− εj)

|Xt
j | 1− (1− εj)

|Xt
j |

Xt
j = {1 · · · 1, 0 · · · 0} 0 1

Table II shows the conditional probability distribution of the

ordinary node, where Xt
j represents the parent set of xt

i. These

signals are combined in a serial manner to generate the xt
i. If

one of them fails, the xt
i will take the value 0 with probability

1. When all the parent signals are correct, xt
i will take the value

1 with probability (1− εi)
|Xt

j |, which means the reliability of

the signal xt
i under this condition. For example, in the Figure 3,

when the signal x1
0 and x1

1 are correct, the reliability of the

signal x1
2 is (1−ε3)

2, where ε3 is the reliability of the system

component I/O buffer.

TABLE III
CPD FOR THE PARALLEL-PROCESSING ORDINARY NODE

f(xt
i|Xt

j) xt
i = 1 xt

i = 0

Xt
j = {1 · · · 1, 1 · · · 1} 1− (εi)

|Xt
j | (εi)

|Xt
j |

Xt
j = {1 · · · 1, 0 · · · 0} 1−Πxt

j=1(εi) Πxt
j=1(εi)

Table III shows the conditional probability distribution of

the ordinary node, where those parent signals are combined

in parallel redundancy to generate a signal xt
i. The formula

1 − Πxt
j=1(εi) is the probability that: when there is at least

one parent signal taking value 1 and being processed by the

system component correctly, xt
i will take value 1. For example,

in Fig. 1, if the sensor2 is used as a copy of sensor1, the

I/O buffer receives a signal x0 and a copy signal x1 from

the environment. The I/O buffer processes the two inputs

independently and chooses a true-likely signal to initiate the

signal x3. When the value of (x0, x1) are (1, 0), the reliability

of the signal x3 is 1−Πxt
j=1(εi) = 1− ε3.

TABLE IV
CPD FOR THE FEEDBACK NODE

f(xt
i|Xt−1

j ) xt
i = 1 xt

i = 0

Xt−1
j = {1 · · · 1, 1 · · · 1} 1− (εi)

|Xt−1
j |

(εi)
|Xt−1

j |

Xt−1
j = {1 · · · 1, 0 · · · 0} 1−Πxt

j=1(εi) Πxt
j=1(εi)

Table IV shows the conditional probability distribution of

the feedback node, where xt
i is the feedback variable, Xt−1

j

represents parent set of xt
i from the previous time slice. When

all the parent signals are correct, xt
i will take the value 1 with

probability (1− εi)
|Xt−1

j |
, which means the reliability of the

signal xt
i under this condition. For example, in the Fig. 3, when

the signal x1
6 is correct, the reliability of the feedback signal

x2
2 is (1 − ε2), where ε2 is the reliability of the component

feedback memory.

With those CPD tables, it is easy to incorporate the individ-

ual component reliability into the SDM model of the sequential

embedded systems. What we need is to change the value

of ε according to the status of the system components and

the stated operating environment. We can perform predictive

and diagnostic inferences to study the behavior of the whole

system or a single component.

IV. EXPERIMENT RESULT

In this section, we illustrate our method with a small

example. Then, we valid our method through more complex

industry applications. For those applications, the SDM model

is constructed with the proposed steps and the conditional

probabilities are assigned by the well defined CPD tables.
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Many software tools such as BUGG, CODA and Nertica [15],

[16], [17] have been implemented for the inferences of DBN,

and we use the Nertica for the reliability analysis of the SDM

model. We also calculate the reliability characterization of

those systems with the original component-based BN method.

Finally, we devise some random simulations to confirm the

correctness of the reliability characterization. The simulations

run on a computer with CPU 3.06 GHz and 2 GB of memory.

The Monte Carlo framework for reliability analysis is based on

fault injection. We embed the error probabilities of the system

components into the Monte Carlo simulator.

A. Small Example

We will illustrate our method with an example, the reliabil-

ity of a sequential embedded system: PLC for motor control.

The system is used to control the motor to move forward and

stop. It consists of two sensors to sample the move instruction

and the stop instruction, an I/O buffer to store the two sampled

inputs, a latch memory to store the feedback input variable,

a processor to process those three inputs according to the

embedded ladder program, and an I/O buffer to store the two

outputs of the processer and a motor. The output signal will

be stored and propagated to the next cycle as an input, and the

order of the SDM model is two cycles. The meta structure of

this embedded control system is shown in Fig. 1 and the SDM

model of the system is the same as Fig. 3. We need to initiate

the failure probability of each component to construct the

quantitative part of the graph structure. A possible initiation

of the ε for each component is shown in TABLE V.

TABLE V
STATIC FAILURE PROBABILITY OF EACH COMPONENT

component ‘ failure probability ε
Sensor1, Sensor2 0.05
Memory 0.01
Processor 0.02
Buffer1, Buffer2 0.01

TABLE VI
RELIABILITY FOR THE MOTOR CONTROL SYSTEM

processor ε BN SDM simulation
0.01 0.42% 0.68% 0.61%
0.02 0.67% 0.99% 0.91%
0.03 0.73% 1.09% 1.02%
0.04 0.84% 1.34% 1.25%
0.05 1.57% 2.43% 2.30%
0.06 2.31% 3.91% 3.76%
0.07 3.92% 5.01% 4.83%
0.08 4.69% 5.76% 5.52%
0.09 5.21% 6.78% 6.59%
0.10 5.67% 7.69% 7.42%

Then, we can compute the reliability of the system with

Nertica. The reliability for corresponding SDM in Figure 3

is 0.83. If we do not consider the higher order temporal

correlations caused by the feedback memory, the reliability

for corresponding BN in Fig. 2 is 0.67. While the failure

probability of the system simulation is 0.91. We change

the failure probability of the processor and the others are

the same with the TABLE V. The results are presented in

TABLE VI. Where the first column is the failure probability

of the processor, the second column is the failure probability

of the system based on BN, the third column is the failure

probability of the system based on random the SDM method,

and the fourth column is based on the system simulation.

As can be observed in those results, the SDM model based

reliability analysis is more closed to the simulation results,

compared to the BN based method.

B. Complex Applications

The first complex application is an actual industrial PLC

system, which is originally published in [18] and described

in detail in [19]. It consists of four pistons (A,B,C,D)
which are operated by four solenoid valves (V1, V2, V3, V4).
Each piston has two corresponding normally open limit sensor

contacts. Three push buttons are provided to start the system,

to stop the system normally and to stop the system imme-

diately in emergency. In a manufacturing facility, such piston

system can be used to load/unload parts from a machine table,

and extend/retract a cutting tool spindle. We set the failure

probabilities of all the system components 0.05.

In the system, many output signals will be stored in the

feedback memory, and propagated to the next cycle as an

input. We construct the BN and SDM model based on the

proposed steps and initiate the CPD tables. The order of the

SDM model is decided by the cycles of the application. The

failure probability of the system is presented in the Table VII.

TABLE VII
RELIABILITY FOR EMBEDDED SYSTEM

processor ε BN SDM simulation
0.01 0.76% 1.28% 1.12%
0.02 1.32% 2.38% 2.27%
0.03 2.57% 4.10% 3.91%
0.04 4.52% 6.57% 6.41%
0.05 6.20% 8.55% 8.37%
0.06 7.91% 11.69% 11.46%
0.07 9.56% 12.98% 12.81%
0.08 10.43% 14.43% 15.21%
0.09 11.04% 16.56% 16.35%
0.10 11.92% 17.91% 17.72%

As can be observed from the simulation results, the values

get by the BN based method are not closed to the simulation

results. Because they mainly consider the casual dependencies

of the system components and the signal among them, and

the temporal dependencies caused by the feedback signals

between time slices are ignored. The SDM model based

method is more accurate. As shown in the third column of

each table. The error between the SDM model results and the

simulation results is less than that of BN. The results get by

the SDM model is more closed to the run time station. Because

the failure probability of the system components, the spatial

dependencies between system components in a single time

slice, the temporal dependencies between system components

of different time slices, and the temporal dependencies due to

the sequential feedback are captured by the SDM model and

the CPD tables.

The other two more complex industry applications are

introduced in detail in [20], [21], including the system com-
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ponent distributions and the feedback signals. The first is a

control system for a secondary clarifier scum removal that is

installed in the Deer Island Water Pollution Treatment Facility

near Boston, MA. The second is a double door control PLC

system in the Lingshan stage control system in China. We

set the failure probability of the system components similar

to the piston system. All failure probabilities of the system

components are set to be 0.05. Then, the failure probabilities

of the three systems are presented in the Table VIII, IX,

respectively. We can see from the two tables that, the SDM

model is accurate even with these complex applications, the

error between the simulation results and the SDM model based

results is also less than that of BN.

TABLE VIII
RELIABILITY FOR THE DOUBLE DOOR CONTROL SYSTEM

processor ε BN SDM simulation
0.01 1.53% 1.89% 1.83%
0.02 1.66% 2.17% 2.11%
0.03 2.13% 2.83% 2.76%
0.04 2.94% 3.59% 3.51%
0.05 3.87% 4.90% 4.83%
0.06 6.12% 8.72% 8.62%
0.07 7.67% 11.24% 11.02%
0.08 9.13% 13.72% 13.42%
0.09 11.32% 16.73% 16.21%
0.10 13.11% 19.74% 19.23%

TABLE IX
RELIABILITY FOR THE CLARIFIER SCUM REMOVAL SYSTEM

processor ε BN SDM simulation
0.01 1.57% 1.90% 1.87%
0.02 1.69% 2.31% 2.25%
0.03 2.61% 3.49% 3.42%
0.04 0.94% 4.07% 3.98%
0.05 4.59% 6.58% 6.47%
0.06 5.41% 9.10% 8.96%
0.07 7.62% 12.41% 12.10%
0.08 9.89% 14.58% 14.25%
0.09 11.31% 17.87% 17.21%
0.10 14.19% 21.11% 20.58%

From those results, we can see that higher order correlations

caused by the feedback has a high effect on the reliability of

the system. We must take this kind of high order correlation

into consideration when analyze systems. The proposed SDM

is straightforward and closed to the simulation results than that

of BN framework. The flexibility of the SDM is also useful,

since for different samples of failures, only the failure prob-

ability of the component is changing. The constructed graph

structure of sequential embedded system will not change, and

the CPD table for each node needs to be adapted only once.

Except for the reliability computation, we can also do some

diagnosis and sensitivity analysis in the same manner.

V. CONCLUSION

In this paper, we have constructed an sequential depen-

dency model to handle higher order spatial and temporal

dependencies among the system components, especially the

dependencies caused by the feedback of component signals.

The constructed sequential dependency model is proved to be

a Dynamic Bayesian Network formally. We define some con-

ditional probability distribution tables for the nodes according

to the processing mechanisms of the signal node, and initiate

the tables with the failure probabilities of the corresponding

system components. Then, the reliability of the sequential

system is mapped onto a joint distribution function of the

sequential dependency model over the signal nodes. The SDM

model provides us a convenient way to incorporate the failure

probabilities of each system component to carry on predictive

inference and diagnose inference.
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